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Abstract

Everything else being equal, simpler models should be preferred over more complex
ones. In reinforcement learning (RL), simplicity is typically quantified on an action-
by-action basis — but this timescale ignores temporal regularities, like repetitions,
often present in sequential strategies. We therefore propose an RL algorithm that
learns to solve tasks with sequences of actions that are compressible. We explore
two possible sources of simple action sequences: Sequences that can be learned
by autoregressive models, and sequences that are compressible with off-the-shelf
data compression algorithms. Distilling these preferences into sequence priors,
we derive a novel information-theoretic objective that incentivizes agents to learn
policies that maximize rewards while conforming to these priors. We show that
the resulting RL algorithm leads to faster learning, and attains higher returns than
state-of-the-art model-free approaches in a series of continuous control tasks from
the DeepMind Control Suite. These priors also produce a powerful information-
regularized agent that is robust to noisy observations and can perform open-loop
control.

1 Introduction
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Figure 1: Action sequences produced by a bipedal
walker become more compressible with learning.
Our algorithm learns policies that solve tasks with
simple action sequences, leading to decreased com-
plexity and higher returns.
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Simplicity is a powerful inductive bias [1-3]. In
science, we strive to build parsimonious theo-
ries and algorithms that involve repetitions of the
same basic steps. Simplicity is also important in
the context of reinforcement learning (RL). Poli-
cies that are simple are often easier to execute,
and practical to implement even with limited
computational resources [4, 5]. Many control
problems have solutions that are compressible:
Motor behaviors like running and walking in-
volve moving our legs in a periodic, alternating
fashion (Fig. 1). Here it is the sequence of ac-
tions selected that is compressible. Sequences
with repetitive, periodic elements are easier to
predict and can be compressed more than se-
quences that lack such structure. In the current
work, we augment RL agents with a prior that
their action sequences should be simple: If so-
lutions to control problems are generally com-
pressible, one should consider only the set of
simple solutions to a problem rather than the set
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Figure 2: Top left: Policy regularization either incentivizes sequences or individual actions to be
close to the prior. Priors may be distinct in that they stay fixed over training or change from episode
to episode with learning. Top right: Agents need to navigate to a goal location, where the shortest
path requires fine control, following a repeating pattern. After learning, SAC randomly diffuses
among multiple paths. MIRACLE prefers a simple path that only goes up and then to the right. Since
the optimal path is compressible (repeating UP and RIGHT in a periodic fashion), the agents with
the simple sequence priors prefer this path. Bottom: An agent with simple sequence priors, in this
case SPAC, learns simple strategies for walking, using mostly the left leg to push itself forward in a
repetitive fashion.

of all solutions. In a series of experiments, we show that RL with simple sequence priors produces
policies that perform better and more robustly than state-of-the-art approaches without such priors.

Though there are methods for regularizing policies with respect to the individual actions they produce
[6, 7], we present a method that explicitly regularizes the sequences of actions used to solve a task.
Our regularization incentivizes the agent to use action sequences that can be compressed with a
sequence prior. If an action sequence is likely under the prior, one needs fewer bits of information to
represent it [8]. We explore two types of sequence priors: i) Priors in the form of an autoregressive
sequence model [9, 10] that learns to predict future actions based on actions that were performed in
the past and ii) priors distilled from a pre-programmed, lossless compression algorithm. Building on
the Soft Actor-Critic algorithm (SAC) [7], we introduce Lempel-Ziv Soft Actor-Critic (LZ-SAC),
using an off-the-shelf compression algorithm as its prior, and Soft Predictable Actor-Critic (SPAC),
using a learned sequence prior (Fig. 2).

The contributions of this paper are the following: We introduce a model-free RL algorithm for
maximizing rewards with simple action sequences. In a series of continuous control tasks, we evaluate
the utility of such simple sequence priors. First, we investigate whether simple sequence priors speed
up policy search: In our experiments, agents with simple sequence priors consistently outperform
state-of-the-art model-free RL algorithms in terms of reward maximization. This holds both in terms
of learning speed and often in the final performance. Our second result is that our regularization
produces an information-efficient RL agent, using fewer bits of information to solve control problems.
Information-regularized models are more robust and better at generalizing [11, 4, 12]. Lastly, we
demonstrate the agents’ advantages in environments with noisy and missing observations.!

2 Related work

The idea of simplicity has received significant attention in previous work. Maximum entropy RL, for
instance, augments the reward function with an entropy maximization term, effectively encouraging
the agent to stay close to a simple uniform prior policy over actions [13, 14]. Many current approaches
to deep RL — such as SAC [7] — rely on this principle. This concept has been further extended by
models like Mutual Information Regularized Actor-Critic Learning (MIRACLE) [6] and others

"For videos showing behaviors learned with our algorithm, see our project website:
https://sequencepriors.github.io



[15, 16], which use a learnable state-independent prior policy instead of the uniform prior assumed
by SAC. SAC and MIRACLE both induce simplicity at the level of individual actions. In contrast,
our proposed approach works on the level of action sequences.

It is not only possible to encode preferences for simplicity at the action level. Instead, simplicity
can also be imposed by encouraging the agent to maintain simple internal representations — the core
idea behind the information bottleneck principle [17]. Deep RL agents that rely on this principle
have many appealing properties, such as improved robustness to noise, better generalization, and
more efficient exploration characteristics [18-20]. Recently, [4] demonstrated how to construct
RL agents that learn policies that use few bits of information by not only compressing individual
observations but entire sequences of observations. In some sense, our approach can be seen as a
variant of the algorithm from [4]. However, we compress sequences of actions, rather than sequences
of observations. Thus, our regularization does not target the complexity of the sequence of internal
representations, but instead the complexity of the agent’s behavior, manifested in the sequence of
actions selected to solve a task.

Finally, simplicity is also an important feature of natural intelligence, where it has been repeatedly
argued that simplicity is a unifying principle of human cognition [2]. For instance, [21] showed that
people rely on compressed policies, ultimately leading to behavioral effects such as preservation or
chunking [22, 23]. Likewise, [24] demonstrated that human exploration behavior can be described by
RL algorithms with limited description length, while [25] showed that compression captures human
behavior in a visual search task.

3 Control with simple sequences

In this section, we demonstrate how to construct RL agents that solve tasks using simple action
sequences. We start by outlining the general problem formulation. We assume that the task can be
posed as a Markov Decision Process (MDP). The MDP consists of a state space s € S, an action
space a € A, and environment dynamics p(sg) and p(s¢+1 | s¢, a:). The dynamics determine the
probability of an episode starting in a particular state and the probability of the next state given the
previous state and action, respectively. Lastly, there is the discount factor « and a reward function
r(st, a;) that maps state-action pairs to a scalar reward term. The agent learns a policy mg(as|s:)
parameterized by 6 that maps states to actions in a way that maximizes the sum of discounted rewards
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Though we want our RL agent to maximize rewards, we encourage it to do so with policies that
produce simple action sequences. Inspired by previous approaches, we achieve this by augmenting
the agent’s objective [7, 4, 14], and search for a set of policy parameters # that maximize reward
while minimizing the complexity of the policy C(as—r.+, St, 0):

T
mgaxEm Z’Yt(r(suat) —aC(ai_r4,s¢,0)) (D

=1 Complexity cost

where the hyper-parameter o controls the trade-off between complexity and discounted rewards.

We can recover various previous approaches using this formulation. If we, for instance, set
C(at—r.t,8¢,0) = logmp(as | st¢), we obtain maximum entropy RL algorithms such as SAC.
SAC implicitly assumes a uniform prior over individual actions. An alternative to using the uni-
form prior in maximum entropy RL is to learn a parameterized prior over actions pg(a) based
on the empirical distribution of actions the agent selects when solving the task [16, 6]. Setting
C(at—r:t,8¢t,0) = logmy(as | s¢) — log pp(at), we obtain MIRACLE.

3.1 Simplicity with learned priors

While both SAC and MIRACLE compress sums of individual actions, they do not account for the
structure that is present in whole action sequences. To close this gap, we present two methods for
regularizing policies on the level of action sequences. For the first, we train a prior distribution
¢o(as | ai—r.+—1) to predict the agent’s future actions from actions it performed in the past. We



parameterize the prior as a neural sequence model. We use a causal transformer model [9, 26] to
parameterize ¢g, though any type of sequence model could be used in principle. We can augment the
reward function to incorporate the preference for predictable action sequences as follows:

f(st,at—mt) = T(Suat) - a(log Wa(at | St) — log ¢0(at | at—T:t—l)) ()

where a;_,.;—1 is a sequence of the last 7 actions. Optimizing this objective, the agent will get
rewarded for performing behaviors that the sequence model can predict better. The sequence model
can learn to predict action sequences more easily if they contain structure and regularity. This has
two interesting implications. i) The agent is incentivized to visit states where its actions will be
predictable, for instance by oscillating between states in a periodic manner. ii) To perform actions that
make it easier for the sequence model to predict future actions, for instance by performing behaviors
that signal to the sequence model how it will behave in the future. We refer to this agent as the Soft
Predictable Actor-Critic agent, or SPAC.

3.2 Simplicity with compression algorithms

Since the sequence model and the policy are

adapting their behavior and prior towards each >
other, the augmented reward function will '5 1.0;
change throughout training. This plasticity can &
make it challenging to search for viable policies. g 0.8
Moreover, training a sequence model on top of  © 06
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decompressed exactly. If there are repetitions, pymbers is less compressible than sequences with
regularities, or periodicity in the data}, the length periodicity, sequences that only contain two types
of the encoded sequence can be significantly  of yalues (also known as Bang-Bang control), or

shorter than the original size of the data (Fig. 3). constant sequences that only contain a single num-
Relying on pre-programmed rules for data com- e

pression, this simplicity prior will not change

over the course of training. Since compression

algorithms like LZz4 are fast, the sequence prior can be implemented with little computational
overhead.

In this setting, we compute C' using the extra number of bits needed to encode a; given that we have
already encoded a;_,.;—1:

0y = len(g(atfﬂ—:tfl)) - len(g(atfﬂ':t)) €))
F(Staat—r:t) = T(Suat) - a(IOgm(at \ St) - 5t) “4)

where ¢(-) is our compression function and len(-) returns the length of a sequence. We use the 1.2 4
compression algorithm to compute the augmented rewards and refer to this agent as the LZ-SAC
agent.

3.3 Implementational details

We implement all agents as extensions of the SAC algorithm. SAC is an off-policy actor-critic
algorithm that performs maximum entropy RL. We train critics to learn the augmented )-value



function Q(st, ) = E[Ziv: 1 V' (8¢, ag—r.¢)] with temporal-difference learning [28]. The actors
and sequence models are trained to minimize the same loss:

L= Est,a,,_,:,,ND[Oé(log mo(as | s¢) —log dg(as | ar—rip—1)) — Q(St, ar—rit)] (5
where D is a replay buffer and a; ~ 7y (- | s;). The LZ-SAC actor minimizes the same loss except
that — log ¢g(as | as—r.+—1) is replaced with the term in Eq. 3. In practice, we take the minimum of
two target (Q-networks to train the actor and critic. Learning is achieved by sampling experiences from
areplay buffer. To calculate the augmented rewards, we further sample action sequences a;_r.;—1
that led to the (s, as, Sty1,7¢) tuple used for training (see Appendix A for full implementational

details).

4 Simple sequence priors guide policy search
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Figure 4: Learning curves of agents in the DeepMind Control suite. Overall, LZ-SAC shows the
best learning speed and final performance. Lines are the average episodic returns collected in 20 test
episodes with a deterministic policy, averaged over five agents trained with different seeds. Shaded
regions represent 20-80 performance percentiles.

We evaluated the four agents described in Section 3 on eight continuous control tasks from the
DeepMind Control Suite [29]. We trained agents for 1 million environment steps across five seeds
and evaluated their abilities at regular intervals with a deterministic policy, as in [7, 30]. We tuned
« for each agent and found an o = 0.1 to give the best performance in almost all tasks. Tasks and
hyperparameter fitting is described in Appendix B.

In a majority of the tasks, the LZ-SAC agent outperforms the SAC and MIRACLE agents in learning
speed and often final performance (Fig. 4). At worst, the LZ-SAC agent matches the learning curves
of SAC. This suggests that learning policies with simple sequence priors is indeed fruitful for policy
search. We investigated whether this performance difference could simply be attributed to LZ-SAC
acting more deterministically than SAC. Lowering the incentive of acting randomly for SAC did not
close the performance gap, and often led to worse returns (see Appendix B.1).

In two tasks, acrobot swingup and fish swim, the SPAC agent shows a competitive advan-
tage over the other models. However, the SPAC agent lags behind both the LZ-SAC agent and SAC
agent in tasks from the hopper, cheetah, and walker domains. Here the policy that the SPAC
agent learns achieves roughly 75% of the return of the LZ-SAC agent.

The policies learned by the SPAC agent exhibit interesting properties: The agent has discovered
solutions to these tasks that effectively use fewer action dimensions than the competitors (Fig. 6): For
certain actuators a;, the agent outputs a constant value throughout the episodes. For other actuators,
the agent alternates between two extreme values, like a soft bang-bang controller [31, 32]. Essentially,
the SPAC agent figures out which degrees of freedom it can eliminate without jettisoning rewards.
Having fewer degrees of freedom makes it easier to predict the action sequences produced by the
policy. This suggests that policy compression using adaptive sequence priors is better suited in tasks
with low-dimensional action spaces.



5 Simple sequence priors for information-regularized RL
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Figure 5: Left: Normalized return per bit attained by the agents in the eight tasks. Agents with simple
sequence priors achieve better return per bit ratios. Error bars represent the standard error of the
mean (SEM). Right: Normalized return averaged over all tasks as a function of noise scale. Error
bands represent the SEM.

The expected difference in log-likelihood of the agents’ actions under the policy versus the prior is
an upper bound on the mutual information between states and actions [4, 11, 17]. Encouraging this
difference to be low acts as an information-regularizer, the prior p(a;|a;—_.;—1) being the information
bottleneck. We tested the information-efficiency of learned policies; that is, how much reward the
agents could collect relative to the information they used to make decisions. For the experiments, we
again tested the deterministic versions of the agents. Simulating 50 episodes, we computed how much
reward the agents were able to collect divided by the entropy of the distribution of actions used to solve

T
T . . . . . - .
the task E Z;th—[l]t (see Appendix D.1 for details and experiments with stochastic policies). Since
a

the policies were deterministic, this entropy term approximated the mutual information between states
and actions I (s; a) (see Appendix D). In the left panel of Fig. 5, we show the normalized episodic
return per bit. This quantity represents how much reward the agent attains per bit of information it
uses on average to make a decision over the course of the episode.
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stronger robustness to noisy observations [33, 4]:

The less an agent’s actions vary systematically Figure 6: Time series of actions produced by the
with the state, the less will a perturbation to LZ-SAC, SPAC and SAC agent in the walker

the agent’s observation affect its actions. We Trun task. Action time series of the SPAC agent ex-

assessed how observation noise affected the hibits a simpler periodic pattern, even outputting a
agents’ ability to collect rewards. In the follow- constant value for its third actuator. Actuators were

ing experiments, we added Gaussian noise to the ~chosen to show qualitatively different behaviors.



observations the agents used to execute their learned policies, s; < s;+¢; where ¢, ~ N (0, diag(o)).
We tested the agents on a series of noise scales o; € [0.01,0.05,0.1,0.15,0.2,0.3, 0.5]. The effect
of noise was probed in all tasks except the hopper hop task, since here only the LZ-SAC agent
reliably learned a policy that was better than random. Each agent was evaluated using 50 episodes for
each noise-level.

We evaluated the agents based on how much reward they could collected given various levels of
observation noise. Averaged over the tasks, the LZ-SAC agent showed the best ability to collect
rewards when observations were perturbed with Gaussian noise (see the right panel in Fig. 5). The
agents that were better at maximizing rewards showed a greater sensitivity to noise: LZ-SAC and
SAC dropped to 28% and 30% of their average performance in the noise-free setting, respectively.
While the LZ-SAC agent suffered greater percentage drops in return than the MIRACLE and SPAC
agents, it still retained the highest performance for all noise levels. In the highest noise settings, SAC
is comparable to the MIRACLE and SPAC agents, despite its generally stronger performance in the
noise-free setting. This indicates that the LZ-SAC agent performed better in the noisy setting not
only because the policy it learned was generally better at maximizing rewards, but also because of
robustness properties afforded by the sequence prior.

7 Open-loop control

If simple action sequences are pervasive in policies learned with RL, these priors could provide
a good starting point for policy search. To further test this claim, we evaluated how well tasks
from the DeepMind Control Suite could be solved by autoregressively generated action sequences
from the sequence priors themselves. In our experiments, all agents produced the first 15 actions
of an episode in a closed-loop manner. We then conditioned the sequence priors with these first 15
actions and sampled actions autoregressively for the remainder of the episode. The priors of the
SAC and MIRACLE agents have no autoregressive component, and generated action sequences in
a memory-less manner. We approximated samples from the L.Z4 prior by discretizing the action
space and sampling the next action proportionally to how low its encoding cost is, given the previous
actions.
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Figure 7: Left: Bars represent return attained in the open-loop phase exclusively. Error bars represent
the SEM. The sequence prior learned by the transformer generally performs the best. Notably, the
LZ4 prior performs well in tasks solved with periodic action sequences, like cheetah and walker.
Right: Average cumulative reward obtained by agents in the cheetah and walker tasks. Dashed
lines indicate where the open-loop controls start.

The adaptive prior implemented as a transformer generally performs the best in the open-loop setting
(Fig. 7, left). This is expected, as it was trained to predict behaviors that solve the tasks. In the
fish swim task a uniform prior collects more rewards in the open-loop phase than the sequences
generated by the transformer. However, increasing the number of closed-loop actions used to prompt
the transformer to 25 made it surpass the performance of the uniform prior (Appendix E). This points
to the importance of providing the sequence models with sufficient context to allow them to accurately
predict behavior.

More interesting is the performance of the prior obtained from the Lz 4 algorithm. Not only does it
perform better than chance, but even comes close to the performance of the learned sequence prior in
tasks like cheetah runandwalker run. By conditioning on only a few actions from the policy,



autoregressively approximating samples from LZ4’s prior produced behaviors outperforming the
non-sequential priors used by SAC and MIRACLE (Fig. 7, right). This vindicates the compressibility
prior as a starting point for policy search.

8 Discussion

We have argued that simplicity is a powerful principle to guide policy search in RL tasks. Because
control problems are often solved with sequences of actions that contain repeating temporal patterns,
we proposed to use simple sequence priors to create effective and robust RL agents. To provide
agents with a notion of compressibility, we proposed two models: One where the strategy used for
compression was fixed throughout training (LZ-SAC), and one where the strategy itself could change
with experience (SPAC). While the LZ-SAC agents either outperformed or matched the performance
of state-of-the-art methods like SAC, the SPAC agents learned more compressible strategies, attaining
more rewards while using fewer bits of information to make a decision. Furthermore, agents trained
with the LZ-SAC algorithm proved to be the most robust to observation noise. Lastly, both the trained
transformer model and the prior distilled from the LZ4 algorithm could autoregressively generate
rewarding behaviors in continuous control tasks.

While SPAC showed a better ability to maximize rewards than MIRACLE, returns were lower than
SAC and our alternative regularization technique. This is not unexpected. The transformer always
required some amount of learning to be able to predict a particular action sequence. The LZz4
algorithm, on the other hand, could immediately provide feedback about the compressibility of the
agent’s action sequences without any learning. For SPAC, having to learn a sequence prior induced a
stronger bottleneck, resulting in more compressed policies. This is consistent with results reported
by Eysenbach et al. [4], where a learned dynamics model was used to compress sequences of states:
Here compression with a learned prior led to lower returns, but a higher return per bit rate. Our results
suggest that sequence compression based on off-the-shelf compression algorithms like 1.Z4 are better
for policy search since there is no need for learning a sequence prior from scratch.

Limitations: Action sequence compression requires either an adaptive prior, a neural sequence
model, or a pre-programmed compression algorithm. The particular algorithm used for compression
adds computational overhead and determines the types of action sequences that will be favored by
the agent [27]. Future work should address the ways in which different compression algorithms or
sequence priors affect policy regularization. Furthermore, a sufficiently sophisticated sequence model
could in principle learn to predict complex action sequences. A possible extension of our work could
be to further penalize the description length of the weights of the sequence model, or the compression
algorithm, itself [34]. Finally, while we evaluated our algorithm on a large and diverse set of control
tasks within the DeepMind Control Suite, the utility of simple sequence priors could be tested on
other benchmarks. In discrete action settings, Atari games [35] would be an appropriate benchmark.

Future Directions: A central feature of simple action sequences is that they are predictable. Being
able to predict one’s future behavior from past behavior could allow agents to simplify and compress
their representations of the state of the world [11, 4]: If the point of observing the state is to
determine what action to choose, one could discard information about the state of the world simply
by considering the actions that were performed previously. This suggests that simple sequence priors
could be beneficial for compressing policies and internal representations jointly.
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