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Abstract

In everyday conversations, humans can take on different roles and adapt their
vocabulary to their chosen roles. We explore whether LLMs can take on, that is
impersonate, different roles when they generate text in-context. We ask LLMs to
assume different personas before solving vision and language tasks. We do this by
prefixing the prompt with a persona that is associated either with a social identity or
domain expertise. In a multi-armed bandit task, we find that LLMs pretending to be
children of different ages recover human-like developmental stages of exploration.
In a language-based reasoning task, we find that LLMs impersonating domain
experts perform better than LLMs impersonating non-domain experts. Finally,
we test whether LLMs’ impersonations are complementary to visual information
when describing different categories. We find that impersonation can improve
performance: an LLM prompted to be a bird expert describes birds better than
one prompted to be a car expert. However, impersonation can also uncover LLMs’
biases: an LLM prompted to be a man describes cars better than one prompted
to be a woman. These findings demonstrate that LLMs are capable of taking on
diverse roles and that this in-context impersonation can be used to uncover their
hidden strengths and biases.

1 Introduction

Large Language Models (LLMs) can not only summarize documents and converse on a large range
of topics [1], but they have also shown other emergent abilities [2, 3]. Because of their impressive
abilities, LLMs are permeating into many applications [4, 5]. This means that there is a societal need
to understand how these models “tick” [6, 7]. Traditionally, LLMs are provided with a context as
a textual prompt and are asked to provide answers via text completion, thereby solving a variety of
choice-based [8], description-based [9], and reasoning tasks [10]. Yet how in-context learning works
is not fully understood. When Min et al. [11] prompted LLMs with random labels, they found that
this did not drastically degrade performance, suggesting that the role of in-context demonstrations
is to prime the model for a particular task. This is in line with other results suggesting that LLMs
internally infer latent variables to make better predictions [12]. It has been suggested that LLMs, and
other large models, can change their behavior when asked to respond as a particular persona. When
Deshpande et al. [13] asked LLMs to respond as a hateful person, their toxicity score increased.
When Wang and colleagues [14] asked LLMs to imagine being expert systematic reviewers, the
quality of their literature search queries increased. That LLMs can impersonate specific people
is also known; they can, for example, pretend to be Oscar Wilde, Carrie Bradshaw from Sex and
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the City, or Donald Trump [15]. But how does in-context impersonation affect LLMs’ behavior in
language-based and other downstream tasks?

In the current work, we let LLMs impersonate, that is take on different roles, in context. We do this
by prefixing the prompt with If you were a {persona} where persona is replaced with the persona
that the LLM is asked to impersonate. These personas are associated either with a social identity
or a domain of expertise. In a first simulation using a multi-armed bandit task [16], we find that
LLMs impersonating children of different ages can recover the developmental stages of human-
like exploration strategies. In language-based reasoning tasks, we find that LLMs impersonating
domain experts perform better than LLMs impersonating non-domain experts. Finally, we ask LLMs
to describe different classes of either birds or cars and then use their descriptions in a downstream,
visual classification task. The results of this experiment corroborate our earlier results: LLMs become
better as they pretend to be older and they are also better when they pretend to be domain experts.
However, we also see how impersonating LLMs reproduce societal biases: LLMs impersonating a
black person or a male describe cars better, while LLMs impersonating a white person or a female
describe birds better. These results expand our understanding of in-context learning in LLMs and
open up new research directions investigating role-taking and pretense in LLMs and beyond.

2 Related Work

In-context learning refers to an LLM’s ability to improve at a given task after being provided with a
number of task-relevant demonstrations [1]. This ability sets LLMs apart from traditional models and
has led to a totally new paradigm – one which does not require fine-tuning of weights on task-specific
data but instead relies entirely on contextual information [17, 10, 18].

This contextual information is normally delivered as textual prompts [19], where a task or scenario
is described and a model is asked to solve the task or reason about the scenario by generating the
next words of the provided text. Due to its flexibility, prompting has been widely used as a generic
method for natural language tasks [20, 21]. Importantly, the resulting in-context learning does not
only work after LLMs have seen some examples, i.e. in the few-shot regime [22], but also without
any examples, i.e. in the zero-shot regime [23]. LLMs are reasonably proficient at solving arithmetic
[24] or reasoning tasks [25] without having been prompted with example solutions but only after
being asked to provide an answer to a given problem. LLMs can require careful engineering of
the provided prompts, either manually [26] or automatically [27]. Indeed, whole books have been
written to provide guidelines on how to best perform prompt engineering [28], especially because
engineering prompts can require a great amount of expertise [29].

One method known to influence LLMs behavior is to ask them to respond as a particular person
[30, 31]. LLMs can take in the text of one famous author, e.g. Oscar Wilde, and rewrite it in the style
of another famous author, e.g. James Joyce [32]. This is not only true for LLMs but for any large
model that provides results based on prompts. For example, using the artist’s name for generative
art prompting is known to boost the quality of the generated images [29]. To make LLMs respond
more truthfully, Lin and colleagues introduced scenarios from the perspective of a fictional persona
called “Professor Smith” [33]. Conversely, to make LLMs act maliciously, Wolf et al. [34] prompt
LLMs adversarially to overcome alignment techniques. LLMs can also be used to simulate multiple
humans which changes how they cooperate in economic games [35].

LLMs can also have their own “personalities” which can be evoked in-context [36]. Although LLMs
frequently behave like the average person [37], their personality profiles can be tinkered with [38],
e.g. by changing the context to be more or less emotional [39]. This has led researchers to use LLMs
to simulate the survey responses of sub-populations by conditioning them on socio-demographic
descriptions [40] or to ask them to respond in persona when writing about fictitious childhood events
[41].

Semantics derived automatically from language corpora can contain human-like biases [42]. Thus,
LLMs do not only reproduce human-like text but also replicate biases present in the training data
[7, 43]. Importantly, these biases can get exacerbated if LLMs are asked to provide answers in
persona [39, 13, 44].

LLMs are naturally combined with large vision-language models (VLMs) [45, 46] such as CLIP [47]
due to their versatility in a wide range of visual recognition tasks. Menon et al. [48] used GPT-3 [1]
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Figure 1: Our three tasks are designed to analyze the effect ofin-context impersonation. First,
we investigate bandit tasks (pink) where the LLM must maximize the reward while impersonating
different age groups. Second, we evaluate the effect of domain expert impersonation on natural
language reasoning tasks (yellow). Third, we study the usefulness of descriptions generated with
impersonation w.r.t. age, expertise, ethnicity, and gender for visual classi�cation (green).

to generate a diverse set of short descriptions of a class that improve zero-shot classi�cation when
their CLIP scores are combined. Similarly, Yang et al. [49] used GPT-3 descriptions of classes as
concept bottlenecks for interpretable image classi�cation. LLMs can also be used as a knowledge
base for visual question-answering (VQA) tasks [50].

3 In-context Impersonation Methodology

Our methodology is composed of two steps. First, we prompt and query the LLM. Second, we evalu-
ate the resulting text queries in three tasks, i.e. two-armed bandit, reasoning, and visual classi�cation.

3.1 Prompting and Querying the Large Language Model with Personas

LLMs are trained to predict the most probable next tokentk given previous tokenst1 : : : tk � 1 by
maximizing the likelihood functionpLLM (tk jt1; : : : ; tk � 1). In this work, we use pre-trained LLMs
without further �netuning them. Depending on the task, we generate one or more tokens given a
task-speci�c contextc that describes the task to the language model and prompts it for an answer.
The context includes the instruction to impersonate using the phrase“If you were a {persona}“where
personap is replaced by the persona name. Thus, we obtain generated tokenst by sampling from

pLLM (t jc(p) ) =
KY

k=1

pLLM (tk jc(p)
1 ; : : : ; c(p)

n ; t1; :::; tk � 1) (1)

We refer to this type of contextualization asin-context impersonation.

Personas Considered.The �rst interesting question to look at was if LLMs could impersonate the
behavior of differently aged people. For this, we ask the LLM to imagine it is either a 2, 4, 7, 13, or
20-year-old. We also evaluate whether the LLM is able to impersonate different �elds of expertise.
Depending on the task considered, the expertise pro�les differ (more details below). Finally, we
evaluate whether LLMs have biases regarding gender and skin color. For this, we asked LLMs to
imagine that they were either a man or a woman or a black person or a white person.

Large Language Models Considered.In this work, we evaluate two LLMs. For all of our tasks, we
used the Vicuna-13B language model [51] which has 13 billion parameters and was trained to follow
natural language instructions. Vicuna is a �ne-tuned version of the LLAMA language model [52]
using ShareGPT [53] conversational data. We use an instruction �ne-tuned model because it was
optimized to follow user prompts. Its weights are publicly available, allowing us to run the model
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